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Maths pack II Functions 
Maths Pack II covers the fundamental mathematics necessary for 
level two study of astronomy. It is divided into four main sections, 
and supports the Physics Course Notes. It is assumed that 
students have prior knowledge of high school mathematics, 
approximately GCSE level. But in many instances these notes 
start with the definitions, to take account of the diverse 
background of our readers and to ensure consistency in notation, 
which can vary considerably between textbooks. 

 

his section of the Maths Pack establishes many of the mathematical 
fundamentals, such as variables and coordinate systems that are needed to 
plot functions in general. There are several special functions that are 
particularly important in physics and astronomy. Subsections of these 

notes are devoted to trigonometric functions and the exponential function.  

As you work through these notes, you should attempt the self-test question. You 
can regard this as a ‘fast-track’ through Maths Pack II. In addition, you may wish to 
read further on the subject and try some more examples in the supplementary 
textbook by Stroud (See Module Book for details.) Marginal Notes indicate 
paragraphs in Stroud where this further reading and exercises can be found. 

1.1  What is a function? 
A function is a relationship between two sets of numbers where every member of 
one set is associated to a unique member of the other set. How a function acts can 
be described by the following flow diagram: 

INPUT OUTPUT
FUNCTION

 

Section 

MM11

T I C O N  K E Y  

� Valuable information 

" Test yourself 

� Worked example 

	 Textbook 

≈ Important Equation 

Stroud pp 370 - 376 

Figure 1.1 
Function flow diagram 
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Given this information, we can now find the sine of any angle. For example: 

 sin (7π/6) = - sin (π/6) = -0.5 

sin (153°) = sin (180 - 153°) = sin (27°) = 0.4540 ( to 4 dp.) 

The cosine function can be generated in an analogous way by considering 
Figure 1.16a, but this time cos θ is equal to OB the distance of the point B from 
the origin. The resultant curve is plotted in Figure 1.18. 
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Note that cosine function also has a range from –1 to +1 and is symmetrical about 
the line θ = 0. That is cos θ = cos (–θ). The shape of the curve is identical to that 
of the sine function, with a period of 2π, but displaced by a quarter cycle compared 
with the sine function. 

The tangent function is obtained by taking the ratio: 
θ
θθ

cos
sintan =  

Whenever cos θ = 0  (eg .....
2

3,
2

ππθ =  ) the tangent function is not defined. 

The curve gets steeper and steeper as θ approaches π/2, as tan θ tends to infinity. 
Then the curve reappears beyond π/2 from the negative direction. So the curve 
approaches the vertical asymptotes at π/2, 3π/2 etc , but never crosses them. 
The tangent function (illustrated in Figure 1.19) ranges from -∞  to +∞ with a 
cycle that repeats with a period of π. It is anti-symmetric about θ = 0. 

Figure 1.17 The 
function sin θ over a 
domain of  
-2π  ≤ θ  ≤ 3π 

Figure 1.18 The 
function cos θ  over a 
domain of  
-2π  ≤ θ  ≤ 3π 
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1.4.3.2 Conversion between bases 
By considering the rules for exponents derived earlier, we can derive a formula for 
conversion between different bases. For example we may have a function of the 
form y = ax, which we want to express in terms of the Napierian base, e. 

First we shall derive a few logarithmic relationships. 

Consider  u =10x:   x = log 10 u 
v =10y:   y = log 10 v 

 
( )

1.14)Equation  (from          )10(log

1010log)(log
)(

10

1010
yx

yxvu
+=

×=×
 

( )  1010log10 yx ie yx +=×    Equation 1.19 

So we can find the logarithm of a product of two numbers by 
adding the two logarithms. 

By similar arguments, as an exercise, you can show the equivalent relationship for 
quotients. 

( )  1010log10 yx yx −=÷    Equation 1.20 

We can also apply the combination of powers (Equation 1.14)  to logarithms. 

 ( )

px

u
px

pxp

×=
=

=
×10log

)10(loglog

10

1010

 

ie 
upu p

1010 loglog ×=     Equation 1.21 

Now let us return to the problem of how to express y = ax in terms of the 
Napierian base e. Let us suppose there is a number z, such that: 

 zx eay ==  
Then 

)(log
)(log

log

ax
a
yz

e

x
e

e

=
=

=

 

So axz eeey log==  
ie  

axx eea log=      Equation 1.22 

This expression will be useful in deriving the derivative or gradient of exponential 
functions, a topic that will be covered in Section M3. 

����

≈≈≈≈    
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2.2 Defining Vectors 
2.2.1 Vectors as line segments 
A vector is represented graphically by a directed line segment in three-
dimensional space: 

 

P

Q
u or u

 

where the magnitude of the vector 
= length of the line from P to Q 

and the direction of the vector  
= direction of the line with the sense of 
direction  given by the arrowhead. 

The notation for the above vector can take the form of PQ or PQ or u or u.  
Some textbooks use PQ with a bar or arrow over the top to denote the vector.  

A vector may be translated in space and remain unchanged as long as the 
direction and length do not alter. 

uu
uu

represent the same 
vector quantity

 

Also a vector having the same 
magnitude but in the opposite direction 
is denoted by  -u. 

uu -u

 

The magnitude of a vector u is denoted as |u| or |u|. If |u|= 1, then it is known 
as a unit vector. Many books use û (ie with a circumflex) to indicate that the vector 
is unit. 

Thus given the above, two vectors u and v are equal if they have the same 
magnitude, direction and sense. 

2.2.2 Vector Addition 
Vectors can be added to produce a resultant single vector by the so-called triangle 
rule. 

Figure 2.1 Definition 
of Vector u 

Neither overhead 
arrows nor bars are 
easy to do with 
Microsoft products, so 
we will adopt the 
underlined notation. 

Figure 2.2 Two 
identical vectors 
resulting from a 
translation in space 

Figure 2.3 Two equal 
and opposite vectors u 
and -u. 
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A ray from the object at P on the optical axis is refracted at the first surface at A. 
We find the image is virtual and located at Q1. The refracted ray travels from A to 
B where it meets the second surface. Q1 now acts as a virtual object for this second 
refraction before the final image is formed at Q2. Note that the central ray passes 
through undeviated because it is on the axis, normal to both surfaces. The object 
distance PX is denoted by p
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A B

S Monochromatic 
source of coherent 
light S illuminates 
two slits A and B.

Fringes formed 
on screen

OP Q

 

The waves emanating from each slit are in phase, so along the axis of the 
experiment the two waves interfere constructively, resulting in a bright stripe at O. 
However, at other points on the screen, the path lengths from the two slits are 
different and the intensity of the light depends on whether the interference is 
constructive or destructive.  Consider point X which lies at the centre of the mth 
bright fringe, a distance xm from the axis O (Figure 5.17). 

B

A

OCd θ

N

θ

X

xm

L

 

The light from slits A and B travel along AX and BX respectively, and the 
difference in path travelled is BN. From the triangle ABN, we see that 
BN = AB sin θm, where  θm  is the angular displacement of the fringe from the 
axis, and AB = d is the separation of the slits.  For constructive interference, the 
path difference must equal an integral number of wavelengths, giving: 

λθ md m =sin  Equation 5.21  

where we now identify m as the order number. From measurements of the fringe 
pattern, we can find xm = L tan θm. The distance L to the screen is large compared 
with d and xm, so we can use the small angle approximation, and combine this with 
Equation 5.21 to give: 

Figure 5.16 Schematic 
diagram of Young's 
two-slit experiment.  A 
monochromatic light 
passes through a single 
slit S to illuminate the 
pair of slits, A and B. 
Interference fringes 
are seen on the distant 
screen.  

Figure 5.17 Light 
paths for rays arriving 
from slits A and B to 
the mth bright fringe. 
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Zeeman Effect 
In most circumstances the value of the magnetic quantum number m does not 
affect the energy level. However, we saw above that it is associated with the 
component of the orbital angular in a particular direction. Each different value of 
m will possess a different magnetic moment and therefore an applied magnetic 
field will cause a different shift in the energy level. This is shown schematically in  
Figure 5.21 for the 1s and 2p levels of hydrogen discussed above. 

The lower 1s (l = 0) level does not interact with the applied magnetic field, but the 
upper 2p (l = 1) level splits into three levels according to mz = 0, +1 or -1. The 
associated transitions lead to three closely spaced lines in the spectrum. 

n = 1, l = 0

l = 0

n = 1, l = 0

l = 1 mz= +1
n = 2

l = 0
mz= 0
mz= -1

l = 1
a) without magnetic field b) with magnetic field

 

The splitting of the energy levels is given by: 

B
m
ehmBU
e

zz 2
==∆ µ  Equation 5.31  

In most atoms, intrinsic spin also has to be taken into account, and the splitting 
(described by the anomalous Zeeman effect) becomes more complicated. 
However this phenomenon provides a means of measuring the magnetic fields in 
astrophysical objects, such as the sun or magnetised white dwarfs. 

5.6.2 Multi-electron atoms 
As we know, each element in the periodic table is characterised by Z, its atomic 
number. This is the number of protons in its nucleus and also the number of 
electrons in its orbitals. The electrons build up according to Pauli’s exclusion 
principle, so that each has its own distinct set of quantum numbers. The solution 
of the Schrödinger equation becomes increasingly difficult for multi-electron 
atoms. The main reason for this is the electrons interact with each other, and the 
principal quantum number is no longer sufficient to specify the energy levels. A 
glance at the energy level diagram for sodium (Tipler Figure 36-18) will suffice to 
convince you. Notice for example the difference in energy between the 3P and 3S 
energy levels. (Here upper case letters (S, P etc) are used to represent the total 
orbital angular momentum of all the electrons, following the usual convention for 
multi-electron atoms.) The upper level undergoes fine-structure splitting into 3P1/2 
and 3P3/2 so that the transition to 3S1/2 results in the familiar, yellow doublet of 
sodium known as the D1 and D2 Fraunhofer lines.  

Figure 5.21 Normal 
Zeeman effect in 
hydrogen.  

≈≈≈≈    
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Electricity and 
Magnetism 
Electric and magnetic forces were known to the ancient Greek 
civilization some 3000 years ago. However, the experimental 
study of these forces dates back only to the 18th Century. During 
the 19th Century, Faraday and later Maxwell demonstrated the 
close relationship between the two forces and during the early 20th 
Century, Einstein showed that they are in fact one and the same.  

his section deals with the forces of electromagnetism. Next to gravity, 
these are the forces of which we are most aware. They provide the driving 
force behind all modern technology and the glue that binds together 
electrons and protons into atoms, atoms into molecules and molecules 

into the stuff of the material world around us. We will be taking a quick tour 
through the subject, taking in parts of Chapters 21 to 30 from Tipler’s book. Most 
of the material on electric circuit theory will be omitted. This is, of course, of 
crucial practical importance, but of rather less significance in astrophysics since 
nature seldom provides the convenience of wires for the flow of electric current.  

6.1 Electrostatic Forces 
Reference: Tipler Chapter 21. 

6.1.1 Electric Charge 
The concept of electric charge was discussed in Section 1. It is the name given to 
the property that gives rise to electrostatic forces. The charge of a proton is e, 
where e has been determined to be 1.602177×10-19 coulombs. The charge of an 
electron is -e, so that equal numbers of protons and electrons give rise to 
electrically neutral material. The neutron carries zero charge. Electric charge is a 
conserved quantity, ie whatever transformations a particle undergoes, the total 
charge of its descendent particles is always equal to the charge of the original 
particle. It is thought that protons may decay, but with a half life of 1040 years, this 
is so long that it has not yet been detected (see discussion in Section 1).  

Electric charge is quantised and in nature, only occurs in units of ±e. (Although 
quarks, the constituents of baryons such as neutrons and protons, carry charges 
±e/3 and ±2 e/3, these are not found independently in nature.)  

Section 

66

T 				

I C O N  K E Y  

� Valuable information 

" Test yourself 

� Worked example 

	 Textbook 

≈ Important Equation 

M Cassell
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EAdAEdAnE
SS

==•= ∫∫ ˆ
r

φ  Equation 6.8 

Note that ∫
S

dA  is just the sum of all surface elements dA and therefore equals the 

total area of the surface. If the surface is a closed surface (ie one which completely 
encloses a certain volume) this is expressed by writing a loop on the integral sign, 
thus: 

dAnE
S

ˆ•= ∫
r

φ  Equation 6.9 

6.1.5 Gauss’s Law 
Gauss’s law gives a simple expression of the total outward flux of electric field E

r
 

across a surface enclosing a charge or distribution of charge. It can be very useful 
in providing a simple way to calculate electric fields for certain geometrically simple 
charge distributions.  

Consider a point charge Q at the centre of an imaginary sphere, S. Since both n̂  
and E

r
 are radial vectors, the flux of E

r
 crossing S can be written:  

24ˆ rEdAnE
S

πφ =•= ∫
r

 Equation 6.10 

where r is the radius of S. The field due to a point source, given Equation 6.4 is 

r
r

QE ˆ
4 2

0πε
=

r
and hence the flux passing through the spherical surface is:  

0

2
2

0
4

4 ε
π

πε
φ Qr

r
Q ==  Equation 6.11 

In fact, this result is correct even if the charge Q is not at the centre of the sphere. 
This is not proven here, but the result can be justified by noting that if the flux 
represents the number of field lines crossing S, then that number is not changed 
when Q is displaced from the centre of S. By a similar argument we can say that 
this result also applies to any other type of closed surface, S. 

The result can be further generalised by including a system of charges Qi inside S. 
Each Qi contributes a flux Qi/ε0 across S, so that the total flux across S is 

00 // εε enclosedi QQ =∑ . This leads to Gauss’s Law, a general expression for 

the total flux of E
r

 across a closed surface S due to a total charge Qenclosed within S. 

0

ˆ
ε

φ enclosed

S

QdAnE =•= ∫
r

 Equation 6.12 

The importance of Gauss’s law is twofold. 

Gauss’s Law 
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1. It expresses mathematically a basic feature of the electric field, that lines of 
electric field must emerge from regions with net positive charge and must 
converge on regions with net negative charge. If we imagine a closed 
surface S from which there is a net outward flux of electric field, φ, then 
Gauss’s law requires that it must contain a net positive charge Q = ε0 φ. 
Similarly, if there is a net inward (or negative) flux φ across the surface, 
then there must be a net negative charge Q = ε0 φ (<0) within it. If the net 
charge inside the surface is zero, then there must be zero net flux across it. 
For every field line that enters the surface, one must also leave the surface.  
(In that case, there may, of course, be both positive and negative charges 
inside S, so long as the total charge is zero.) 

2. Gauss’s law provides a straightforward means to calculate the electric field 
for certain highly symmetrical distributions of electric charge. There are 
three types of charge distribution that are susceptible to this technique, 
spheres of charge, long cylinders of charge and large planes of charge. 
For each case the strategy is the same. First a surface is chosen that 
completely encloses some of the charge distribution. The surface must be 
chosen so that the electric field is everywhere either perpendicular or 
parallel to the surface. Where the surface is perpendicular to the field, the 
field should be uniform in magnitude. This type of surface is called a 
Gaussian Surface. For such a surface, the net flux of E across the surface 
is simply EAEdA

S

== ∫φ  where E is the magnitude of the field where it 

is perpendicular to the surface and A is the area of that portion of the 
surface to which the field is perpendicular.  Gauss’s law then allows E to 
be determined from 

 
A

QE enclosed

0ε
=   Equation 6.13 

Spherical charge distribution 
For a sphere of charge, the lines of electric field radiate outward from the centre of 
the sphere. The appropriate Gaussian surface is itself a sphere, concentric with the 
spherical charge distribution so that the field lines are everywhere perpendicular to 
the Gaussian surface (Figure 6.7).  

Gaussian 
surface

E
r

Spherical charge 
distribution

 

≈≈≈≈    
Figure 6.7 Gaussian 
surface surrounding a 
spherical charge 
distribution. 
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set of axes (Figure 6.14b). If the rotation is clockwise, ba
rr ×  will be in the 

negative z direction.  

θ
ar

n̂ b
r

nabba ˆsinθ=×
rr

Vector cross product

x

y
z

b)a)

 

 

The above facts about the magnetic force can therefore be neatly summed up by 
the equation for the force F

r
 acting on a charge q moving at velocity v in the 

presence of magnetic field B
r

: 

BvqF
rrr

×=  Equation 6.23 

 
Motion of a charged particle in a uniform magnetic field 
Consider, first, the motion of a particle of charge q with velocity v confined to the 
plane perpendicular to a magnetic field, as shown in Figure 6.15. The force on the 
charge q is always in the plane perpendicular to the field and always perpendicular 
to vr . This is exactly as in the case of, say, a mass moving at the end of a string tied 
at one end, and so the result is the same: circular motion in the plane with 
magnetic force Bvq

rr ×  providing the centripetal force required.  

B

r

v

F +q F
B

v

a) b)

 

If r is the radius of the particle’s orbit, then applying Newton’s second law of 
motion yields: 

o90sin
2

qvB
r

mvmaF ===  Equation 6.24 

since B
r

 and vr  are perpendicular in this case. The angular frequency ω (units 
rad s-1) of the particle’s orbit  is rv /=ω and so it follows that: 

Figure 6.14 a) The 
vector cross product 
of vectors ar  and b

r
 is 

parallel to the unit 
vector n̂  which is 
perpendicular to the 
plane containing ar  
and b

r
. b)  A right 

handed set of axes. 

≈≈≈≈    
Motion with 
velocity 
perpendicular to 
field 

Figure 6.15 Circular 
motion of a charged 
particle in a uniform 
magnetic field. 
a) In 3-D. 
b) Projection onto 
plane of orbit. The 
‘bull’s eye’ symbol 
denotes the B field 
coming out of the 
paper. 
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Current sheets and the Earth’s magnetotail 
The Earth is continually bathed in a flow of magnetised plasma that emerges from 
the Sun, known as the Solar wind. The fact that the charged particles in the upper 
atmosphere are tied respectively to the solar and terrestrial field lines results in a 
flow of solar plasma around the Earth rather than mixing of the two plasmas. The 
surface separating the two plasmas is known as the magnetopause.  

One consequence of this is that the region containing the Earth’s magnetic field is 
compressed on the Sunward side and drawn back into a long tail, known as the 
magnetotail, on the night-time side of the Earth. In the equatorial plane, the 
oppositely directed magnetic field lines are squeezed together. Analysis of a 
rectangular Amperian path drawn with parallel sides just either side of the 
equatorial plane shows that there must be a current flowing in the plane 
(Figure 6.18). 

Amperian path

w

l

equatorial plane

B

To Earth 
and Sun

direction of current flow 
(out of paper)  

Application of Ampere’s law to the loop L shows that: 

IBl
I

BwlBBwBlldB
L

0

0

2

90cos0cos))((90cos0cos

µ
µ

=⇔
=

+−−++=•∫
rr

 

 Equation 6.34 

or         
0

2
µ
B

l
I =  Equation 6.35 

This expression gives the current per unit length in the equatorial plane. This 
current flows in a thin layer known as the current sheet, and the  electric circuit is 
completed by current flow over the surface of the magnetotail. The magnitude of 
the magnetic field in this region is about 20 nT or 2 × 10–8 T, giving the current per 
unit length as I/l ~ 1.6 × 10–2 Am-1. The magnetotail may stretch for up to 1000 
Earth radii, or about 6 × 109 m giving a total current of 108 A. The power 
associated with this flow is estimated to be 6000 GW (6 × 1015 W). 

6.2.5 Faraday’s law and Induction 
Reference: Tipler Chapter 28. 

One of Faraday’s most important contributions to science was the law of 
induction that carries his name. Faraday recognised that changes to the magnetic 

Figure 6.18 Schematic 
diagram of Earth’s 
magnetotail showing 
Amperian path around 
current sheet in the 
equatorial plane. 
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constant=PV  Equation 7.4 

The second law, known as Charles’ law relates temperature and volume at 
constant pressure. This experimental law states that: 

Tconstant ×=V  Equation 7.5 

We can combine these two laws to produce a more general law, stating that the 
product of pressure and volume of a fixed mass of gas is proportional to its 
temperature, ie: 

CTPV =  Equation 7.6 

The constant C in Equation 7.6 must be proportional to the number N of 
molecules present. To see this we have only to observe that if we have several 
containers, each containing gas at the same pressure and temperature, then the 
constant C scales with volume of the container, and hence with the number of gas 
molecules it contains. We can therefore rewrite the gas law of Equation 7.6: 

NkTPV =  Equation 7.7 

where k is called Boltzmann’s constant and is shown experimentally to have the 
value 1.381 × 10−23 J K−1 (to 4 significant figures). It is sometimes useful to rewrite 
this law, known as the ideal gas law in terms of the number density of gas 
molecules n = N / V as: 

nkTP =  Equation 7.8 

This is the form of the ideal gas law you will already have met in AA1051 (eg for 
describing the internal structure of a star in AA1051 Section 8) and is the form 
most frequently used by astrophysicists.  

Since pressure is force per unit area, its units are Nm−2. The SI system has created 
a special name for this unit, the Pascal Pa, where 1 Pa= 1 N m−2. In addition, 
pressures are often quoted in terms of standard atmospheric pressure, where 
1 atmosphere = 1.01×105 Nm−2. 

Gas in the interstellar medium of our galaxy is mostly ionised hydrogen with 
density n ~ 1 cm−3 and temperature T ~ 106 K. Determine the pressure of this gas 
in units of atmospheres. 

Solution 
If the electrons and protons are in thermal equilibrium, they form a gas with a 
common temperature and number density n ~ 2 cm−3. This number density must 
be converted to SI units (m−3), so that n = 2 × 106 m−3.  From Equation 7.8: 

( ) figs) sig 2 (to     atm    108.21001.1108.2
Nm108.2101038.1102

16511

2116236

−−

−−−

×=××=
×=××××=

= nkTP
 

Boyle’s Law 

Charles’ Law 

Ideal Gas Law 

≈≈≈≈    
Units of pressure 

Worked Example 1 
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The principle that an energy of kT /2 is associated with each term in the expression 
for the total energy is called the theorem of equipartition. For diatomic molecules 
we would expect a total energy of 7 kT /2. However this is not necessarily so (see 
heat capacitities of gases, Section 7.4.1). Each component of motion contributing 
kT /2 to the total energy is known as a degree of freedom.  

Find the total translational kinetic energy in 1m3 of gas at 1 atmosphere pressure. 
Does the result depend on the molecular mass of the gas?  

Solution 
The average translational kinetic energy per molecule is 3kT /2 (Equation 7.16). We 
combine this with the ideal gas law (Equation 7.7) to obtain the total translational 
kinetic energy Ktot  of N molecules: 

 
J105.111001.15.1

2
3

2
3

55 ×=×××=

=×= PVkTNKtot  

Since PV = NkT = (total translational molecular kinetic energy)/1.5, if both P and 
V are determined then the total translational molecular kinetic energy is fixed, 
independent of the molecular mass of the gas. In fact the mean translational kinetic 
energy per particle is also independent of molecular mass, as shown by 
Equation 7.16. 

7.3.1 The distribution of molecular speeds and energies 
Speed distribution 
The distribution of molecular speed v in a gas at temperature T is characterised 
by the function f(v). This is defined so that in a gas of N molecules, the number 
with speeds in the interval from v to v + dv is given by: 

( )dvvfNdN =  Equation 7.18 

f(v) is therefore the probability that a given molecule has speed in the interval 
from v to v +dv. The function f(v) has a unique shape at a given temperature, as 
shown by the illustrative curves in Figure 7.5a) below. At all temperatures, f(v) is 
zero at v = 0, increases to a maximum value, and then decreases asymptotically to 
zero as the velocity becomes sufficiently large. At higher temperatures, the f(v) 
curve is broader (the dotted blue line), the maximum value of f(v) is lower and 
occurs at a higher speed. f(v) can be measured experimentally, and can also be 
computed using statistical physics. Its functional form can be shown to be: 

( ) 




−







= kT

mv

ev
kT
mvf 2

2

2
2/3

2
4
π

 Equation 7.19 

f(v) is known as the Maxwell-Boltzmann velocity distribution. The numerical 
factor ensures that the integral of f(v) over all speeds from zero to infinity is equal 

Equipartition of 
energy 

Worked Example 2 

Maxwell-
Boltzmann velocity 
distribution 
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7.7 Entropy 
Reference: Tipler, Chapter 19, Sections 19-6 to 19-9. 

Entropy S is a quantity like internal energy, pressure or temperature which are 
determined by the state of a gas. It is defined in terms of the change in entropy dS 
which occurs when the system evolves between two infinitesimally differing states. 
To find dS we must find the heat flow dQrev into the system that occurs when the 
system at temperature T evolves between two states by a reversible process. The 
change in entropy is then defined by: 

T
dQdS rev=  Equation 7.51 

During a reversible adiabatic expansion, clearly dQrev = 0, and so the entropy of a 
gas does not change. During a reversible isothermal expansion from volume V1 to V2 
at temperature T, the change in entropy is: 

[ ]12ln1 2

1

2

1
VVNkdQ

TT
dQS

V

V

V

V
===∆ ∫∫  Equation 7.52 

where the expression for ∫ dQ   for an isothermal expansion has been taken from 
Equation 7.43. Since the same amount of heat leaves the heat reservoir as enters 
the gas, the entropy change of the heat reservoir is TQ /∆−  so that the total 
entropy change of the entire system is zero. In fact: 

The change in entropy of an entire system during any reversible 
process must be zero.  

In thermodynamics the entire system is sometimes referred to as the universe.  

Entropy Change during a Carnot Cycle 
For another example of entropy change during a reversible process, consider the 
Carnot cycle. The net change of entropy of the working gas during one complete 
cycle is zero, since all the stages during the cycle are reversible. The change in 
entropy of the hot reservoir (which is at constant temperature) is: 

h
h T

Q
T
dQS 1−

==∆ ∫  Equation 7.53 

The loss of heat corresponds to a decrease in entropy. Likewise, the entropy change 
of the cold reservoir is cc TQS /2=∆ . From Equation 7.49 we see that 

ch SS ∆−=∆  and hence the entropy change of the universe is again zero, as 
expected for a reversible process.  

����
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8.2 General Relativity  
Reference: Tipler Chapter 39. General Relativity Section 39-8 

Nowadays when we use the word relativity, it is usually in association with one of 
the two theories of relativity developed by Einstein. Special Relativity was the 
first to be developed, and addresses the failures in Newtonian Relativity that 
become apparent when large velocities are concerned. This will be a major theme 
later in this Section.  General Relativity on the other hand is concerned with 
accelerating or non-inertial frames and gravity. A full treatment requires more 
complex mathematics which we will avoid in favour of presenting some of the 
results of the General Relativity theory. In essence, it is impossible for an observer 
in a closed compartment to distinguish between the acceleration of their frame of 
reference and motion in a uniform gravitational field. This is summarised by the 
Principle of Equivalence. 

A homogeneous gravitational field is completely equivalent to a 
uniformly accelerating reference frame. 

For example if an astronaut weighs himself with a spring scale at a location where 
the gravitational field equals gr , he will obtain the identical result as if he weighs 
himself on the spring scale while his spaceship is accelerating (in free space) at a 
rate ag rr −= . By analogy with Newtonian Relativity, there should be no physical 
experiment that can distinguish between these two cases. Consequently the path of 
a light ray will be curved in a gravitational field just as it would appear in an 
accelerating reference frame (Tipler Figure 39-15). We have already seen in 
Section 1.3.1 how this prediction of gravitational deflection of light was tested 
observationally in 1919 by observing the change in positions of stars close to the 
limb of the Sun during a solar eclipse. The same effect underlies gravitational 
lensing of distant galaxies and microlensing by MACHOs in the halo of our galaxy. 

Other effects of General Relativity that we have already met in Section 1.3.1 are 
the precession of the perihelion of Mercury and the fact that stronger 
gravitational fields near massive objects make clocks run more slowly. This latter 
effect has interesting astrophysical consequences. If an atom is radiating in a strong 
gravitational field, then the frequency of the emitted photon is reduced. The 
wavelength of the photon is increased accordingly, resulting in a gravitational 
redshift. Measurements of gravitational redshifts have contributed to establishing 
the masses and radii of white dwarfs and neutrons stars. An extreme example of 
the effect of gravity upon light is a black hole, where the density is so high that 
within a critical radius, known as the Schwarzschild radius, light cannot escape it. 
The value of the Schwarzschild radius RS is conveniently found by setting the 
Newtonian escape velocity ve equal to the speed of light, c: 

2
2

2

c
MGR

R
MGvc

S

S
e

=⇔

==
 Equation 8.1 

				

Principle of 
Equivalence 
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In order to avoid passing his estate to a spendthrift son, the Earl of Blackpool 
mounts an expedition by rocket, travelling at speeds close to c, and returning after 
his son’s demise. If the Earl is 60 and his son is 30 and in good health, at what 
Lorentz factor would you recommend the Earl to travel and how far will his 
journey extend? 
Solution 
We know that time intervals are dilated by factor γ compared to proper time 
intervals that are measured at the same location. Therefore on the Earl’s outbound 
and inbound journeys the time interval will be dilated by a factor γ as measured on 
Earth (by the son), compared with those measured by the Earl in his own rest 
frame. Suppose the traveller wants to be away for ∆t = 70 years as measured by 
Earth-bound clocks but to experience a time interval of only ∆tp= 10 years on his 
own (biological) clock. This gives a good chance of returning alive and after his 
son’s demise.  

From Equation 8.18:  7
10
70 ==

∆
∆=

Pt
tγ  

We now rearrange Equation 8.15 to obtain v/c in terms of the Lorentz factor. 

9897.0
49
1111

2/12/1

2 =





 −=










−=

γc
v  

In Earth’s reference frame the distance travelled is v∆t. Since v ~ c, this is very 
nearly c∆t = 70 light years (= 2.1 × 1010 m).  
In traveller’s frame, distance travelled is v∆tP  or ~c∆tP =10 light years (=3×109 m). 

The situation in Worked Example 2 is very similar to the twin paradox. This arises 
from the hypothesis that the two reference frames are equivalent, and therefore 
from the viewpoint of the Earl in the rocket, he can consider that he is at rest, and 
it is his son on Earth who speeds off near the speed of light. When they are 
reunited, he might expect that his son will have aged less than him. However closer 
analysis shows that the two frames are in fact not symmetrical, in that the Earl’s 
rocket (reference frame) has to decelerate, change direction and then accelerate 
again for the return leg of his journey. His frame is demonstrably not an inertial 
frame, so there is no paradox after all, and the Earl will indeed have aged more 
slowly than his son. (See Tipler p1282 for a fuller discussion of the twin paradox.) 

Relativistic Doppler Effect 
In Section 4.4.4 we developed the formula that relates the frequency of sound 
received to the frequency emitted by a source that is moving relative to the 
receiver. We can now derive the equivalent formula for light, given we now have 
the necessary relativistic tools to hand. Suppose the receiver is in the stationary 
frame S and the source is in the frame S′ which is moving towards the detector at 
speed v. The source in S′ is emitting pulses separated by a proper interval Tp, and 
the emitted frequency Ps Tf /1= . Let us consider the emission of just two 
pulses, which we treat as events with coordinates in S′ of (0,0) and (0,Tp). We use 
the Lorentz transform to find the coordinates of these events in the frame S. The 
first of these events clearly takes place at (0,0) in S, and the second is given by: 

Worked Example 2 

Twin paradox 
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Stellar aberration 
A good example of the importance of the transverse velocity is provided by the 
phenomenon of stellar aberration. This effect was discovered by James Bradley 
in 1725 when he was attempting to determine the distances to stars by means of 
stellar parallax, using the diameter of the Earth’s orbit as the baseline for his 
triangulation. He failed to measure true parallax, which of course is an east-west 
displacement of only a fraction of an arcsecond for even the closest stars. 
However, he did discover a north south displacement for all stars that amounted to 
some 40 arcseconds. From Figure 8.4  we can see that if position alone were the 
cause, the distant star would have maximum elevation above the ecliptic, when the 
Earth was closest at point 2, and minimum elevation when the Earth is at point 4, 
This is effectively just the north-south component of stellar parallax. Bradley 
actually found that the maximum elevation occurred at point 1 in the Earth’s orbit. 
We are now in a position to demonstrate that stellar aberration results from the 
Earth’s velocity rather than its location. 

Sun

Earth 3

1

4

2

Orbital 
Motion v

θ

Distant 
star 

uy

ux

c

S

S′

 

Let us take S as the rest frame of the Sun and the distant star. In S the angle of 
elevation is θ and that starlight from the star will have components of velocity: 

θ
θ

sin
cos

cu
cu

y

x

−=
−=

 Equation 8.28 

Now we will consider frame S′ centred on the Earth at position 1 in its orbit in 
Figure 8.4, moving with speed v relative to the Sun along the x-direction. In S′ the 
starlight has components of velocity xu′  and yu′ given by the velocity transforms. 

θ

θ

θ

θ

cos1

cos

cos1

cos

2 c
v

c
v

c
c

c
v

vcu x

+

+
−=

+

−−=′   Equation 8.29 







 +

=






 +

−=′
θγ

θ

θγ

θ

cos1
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cos1

sin

2 c
v

c
c

c
v
cu y

  Equation 8.30 

Figure 8.4  
The velocity of the 
Earth’s frame S′ about 
the Sun (frame S) leads 
to maximum stellar 
aberration at 
position 1. 
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The radius is estimated from Equation 8.40: 

( ) km18~m1078.110662.1105.1 43/15715

3/1

×=×××=

=
−

ARR o  

This is a little large, but within a factor of two of the actual radii of neutron stars. 

Curve of stability 
The strong force acts equally on neutrons and protons, but because it has only a 
very short range, it effectively only acts between nearest neighbours in the closely 
packed nucleus. We say that the force is saturated. If another nucleon is added, 
the amount of energy liberated due to the strong interaction is roughly constant, 
leading to the idea of roughly constant binding energy per nucleon. 

If we now consider the energy levels available to the protons and neutrons within 
the nucleus as a result of the strong interaction, we would expect pairs of neutrons 
and pairs of protons to occupy similar energy levels. This explains why the smaller 
stable nuclei tend to have roughly equal numbers of protons and neutrons. Pauli’s 
exclusion principle applies to protons and neutrons in the nucleus, just the same 
as to the orbital electrons. The pairs represent the spin up and spin down states of 
the particles as shown schematically in Figure 8.6a. There is a tendency for small 
nuclei that consist of multiples of (2n+2p) to be particularly stable. Examples are: 

He4
2  C12

6  O16
8  and Ca40
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However the higher the atomic number, the greater the number of protons within 
the nucleus and the greater the coulomb repulsion between the protons. 
Consequently the energy levels for protons are slightly more widely spaced than for 
the neutrons (Figure 8.6a), and the stablest nuclei at higher atomic number have 
rather more neutrons than protons. This is often depicted in a plot similar to 
Figure 8.6b in which the number of neutrons is plotted versus the number of 
protons in stable nuclides. Up to proton and neutron numbers of approximately 20 
the stable nuclides lie close to the N = Z line. Beyond this point, there is a clear 
trend for the locus of stable nuclides to curve steadily upwards away from this line. 

Figure 8.6  
a) Schematic diagram 
showing energy levels 
for protons and 
neutrons in the 
nucleus. 
b) Schematic plot of 
neutron number 
versus proton number 
for stable nuclei (broad 
sandy line), compared 
with N = Z (blue line). 
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Astrophysically, perhaps the most important example of this reaction is the decay 
of the free neutron. Beyond the reach of the stabilizing influence of the strong 
interaction, a free neutron decays with a half-life of T1/2 = 10.8 mins. The energy 
released (due to the difference between neutron mass and the sum of all the 
products), is 0.782 MeV. 

ν++→ −epn   Equation 8.47 

We can see that the neutrinos formed in the early universe would have been 
unstable to beta decay and after approximately 10 minutes there would have been 
very few left. In practice, the formation of deuterium occurred faster than this, and 
the vast majority of Big Bang neutrons ended up encapsulated in helium nuclei. 

On the other hand, if the nuclide lies below the line of stability in the N-Z 
diagram (eg point R in Figure 8.8), then it has an excessive number of protons, and 
it is energetically favourable for it to undergo beta plus decay. The generic 
reaction is: 

ν++→ +
− eCM A

Z
A
Z 1   Equation 8.48 

A good example of this occurs in the CNO cycle, the means by which hotter main 
sequence stars fuse hydrogen to helium using CNO as catalysts (see AA1051 
Section 9). The CNO cycle starts by a proton fusing with carbon C12

6  (a process 

known as proton capture) to form an unstable isotope of nitrogen N13
7 . This 

decays by means of beta plus decay producing C13
6  together with a positron and a 

neutrino. 

ν++→ +eCN 13
6

13
7   Equation 8.49 

Figure 8.8  
Schematic diagram 
showing path of 
different types of 
decay in N-Z plane. 
(The paths are 
intended to be generic  
are not represent 
specific reactions.) 
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Decay of free 
neutron 

Beta plus decay 




